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ABSTRACT

In this work, we develop a new method to obtain approximate solutions of nonlinear coupled partial di erential
equations with the help of double Aboodh-Sumudu decomposition method (DASDM). The nonlinear term can
easily be handled with the help of Adomian polynomials. The results of the present technique have closed agreement
with approximate solutions obtained with the help of Adomian decomposition method (ADM).

Keywords:. Double Aboodh-Sumudu decomposition method, Adomian decom-position method, nonlinear Partial di erential
equations.

INTRODUCTION

The topic of partial di erential equations is one of the most important subjects in mathematics and other
sciences. Therefore it is very important to know meth-ods to solve such partial di erential equations. Two
of the most popular methods for solving partial di erential equations are the integral transforms method
and Adomian decomposition method (ADM)[5, 10]. In the literature, there are many di erent types of
integral transforms are introduced and applied to nd the solu-tion of linear partial di erential equations
such as Laplace transform ([7], Sumudu transform [4], Aboodh transform [9] and so on. The
decomposition method has been shown to solve e ciently and accurately a large class of linear and
nonlinear ordinary, partial, deterministic or stochastic di erential equations [6, 11, 12, 13]. The method is
very well suited to physical problems since it does not require un-necessary linearization, perturbation,
discretization, or any unrealistic assump-tions. The ADM is relatively easy to implement, and it can be
used with other methods. It can also be used to solve both initial value problems and boundary value
problems. In [5], the authors showed that the intimate connection between the Sumudu transform theory
and decomposition method was demonstrated in the solution of nonlinear partial di erential equations.

The main objective of this paper is to obtained the exact solutions of coupled nonlinear partial di erential
equations with initial value problems by using dou-ble Aboodh-Sumudu transform algorithm based on
decomposition method.

First, we recall the de nitions of Aboodh, Sumudu and double Aboodh-Sumudu transforms.

The Aboodh transform of the real function h(y) of exponential order is de ned over the set of functions

M= {h(y) (3K, 1,7 > 0, |h(y)| < KelI™, y e (=1)" x [0,00), i = 1,2},
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by the following integral

1 o0
Ay = H@) = [ by, n<g<n
0
And the inverse Aboodh transform is
1 w100
AH@) = b =5 [ e H g, w20
T Jw—ico

For further details and properties of the Aboodh transform and its derivatives we
refer to [3, 9].
The Sumudu transform of the function h(t) is defined over the set of functions

1t .
N = {h(t) : 3M, pr, 2 > 0, I0(t)] < Me®, £ € (=1 x [0,00), j =1,2},

by
STh(t)] = H(r) = /0 ettt

,
Moreover, the inverse of Sumudu transform is

1ot
“IH = = — —er H > 0.
STHH(r)] = h(t) 5 /w_ioO e (r)dr, w>0
For further details and properties of the Sumudu transform and its derivatives
we refer to [3, 4].
The double Aboodh-Sumudu transform of the Continuous function h(y,t), y,t >
0 is denoted by the operator A,S;[h(y, ) and defined by

4,800y t)] = / / e~ @+ h(y, t)dydt

- qr a—)ilarg—mo/ / ¢ (qy+ )h y t>dydt

It converges if the limit of the integral exists, and diverges if not.
And the inverse double Aboodh-Sumudu transform is defined by

Lot 1 Y1+ico Y2tico 1,
hy.t) = A, S [H(g,r)] = W/ - qePdg /  cerH(g,r)dr o,
Y1100 Y2 —100

where 7; and 7, are real constants.
Double Aboodh-Sumudu transform for second partial derivatives property

?h(y,t)] 1
s8]~ P - SIn0.0] - LSThy(0.0)
A,5[ 08 0] = S~ ARG, 0)] - A, 0)]
A TR] — Lr) — LAn(y. 00 - SSin(0.0),

where A[.] and S[.] denote to single Aboodh transform and single Sumudu trans-
form respectively.
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In [2], some fundamental properties of the double Aboodh-Sumudu transform and
its derivatives were established. Moreover, double Aboodh-Sumudu transform for
some functions are showed.

We consider the general inhomogeneous nonlinear partial differential equation
with initial conditions given below:

Lu(z,y,t) + Ru(z,y,t) + Nu(z,y,1) = f(z,y,1) (1.1)

U(LE,y,O) :gl(xay)7 ut($7y70) ZQQ(xay)7 (12)

where L = g—; is the second order derivative which is assumed to be easily invert-
ible, R is the remaining linear differential operator, Nu represents the nonlinear
terms and f(x,y,t), ¢1(x,y) and go(z,y) are known functions.

The methodology consists of applying double Aboodh-Sumudu transform first on
both sides of Eq. (1.1)

A Si[Lu(z,y,t)] + AySi[Ru(x, y, t)] + AySi[Nu(z,y,t)] = A,Si[f(z,y,1)]. (1.3)

Using the differentiation property of double Aboodh-Sumudu transform, we have

Sulwar) — ALy, 0)] ~ - Alu(e,,0)] + A, Ru(z,y.0)

r2
+ AySiNu(z,y,t)] = AySi[f (w,y,1)], (1.4)
Using given initial conditions and arrangement, Eq. (1.4) becomes

u(w,q,r) = Algi(z,y)] +rAlgs(z,y)] +r° A, S [f (2, y,1)]
r?A,Si[Ru(z,y,t)] — r*A,S[Nu(z,y,1)). (1.5)

Application of inverse double Aboodh-Sumudu transform to (1.5) leads to

u@,yt) = A4S Algs(w,y)] + rAlgs (e, y) + 24,8 [f(z.y.1)]
— AJ'SH [T’ZAySt [Ru(z,y,t)]+r* A, S, [Nu(z,y, t)H (1.6)

The second step in double Aboodh-Sumudu decomposition method is that we
represent solution as an infinite series:

u(x,y,t) Zul z,y,t), (1.7)
=0
and the nonlinear term can be decomposed as
ul@, y, t) Z Ay, (1.8)

where A; are Adomian polynomials [12] of ug, uy, us, ..., u, and it can be calculated
by formula

1 d N
A = Zld%[ ZA ] . (1.9)
A=0
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Substituting Eq. (1.7) and Eq. (1.8) in Eq. (1.6), we get

Suwlwyt) = A7STAlgs(e )] + rAlga(e, )] + 1A, S (.v.1)]

— A;lel |:T2Ay5t [R i w;(z, vy, t)] +r2AySt [i AZ” .(1.10)
i=0 1=0

On comparing both sides of the Eq. (1.10) and by using standard Adomian
decomposition method (ADM), we then define the recurrence relations as

uo(z,y,t) = A;lst—l {A[gl(x,y)] +1rAlg(x,y)] + rszSt[f(x,y,t)]], (1.11)
uy(z,y,t) = —A, 'S [rQAySt[Ruo(x, y, )] + TQAySt[AO]}, (1.12)

up(w,y,t) = —A; 'S [T'QAySt[RU1<$,y,t>] + T’QAySt[Al]] (1.13)
In more general, the recursive relation is given by
Ui (z,y,t) = —A, 'S [TQAySt[Rui(:r,y,t)] + T2AySt[Ai]}, i>0. (1.14)
The recurrence relation generates the solution of (1.1) in series form given by

U(Z’,y,t) = u0($7y7t) =+ u1($7y7t) + U,Q(Z’,y,t) + .+ u,(m,y,t) + . (115)

2. APPLICATIONS

In order to illustrate the applicability and efficiency of the double Aboodh-
Sumudu decomposition method, we apply this method to solve some examples.

Example 2.1. Consider the following nonlinear partial differential equation
wy(z,y,t) +u?(z,y,t) — ul(x,y,t) =0, t>0, (2.1)
subject to the initial conditions
w(z,y,0) =0,  w(r,y,0)=e". (2.2)

Applying double Aboodh-Sumudu transform algorithm, we get

1 1 1
ﬁU’(xa Q7r) - ﬁA[u(‘ra y70)] - ;A[ut<xay7 O)] = AySt[Ui(iﬁ,y,t) - U2($, y7t)}

Rearranging the terms and using given initial conditions, we have

u(z,q,r) = T ey r? A, S [u2(z,y,t) — u*(z,y,1)]. (2.3)
a(q—1)
By applying the inverse double Aboodh-Sumudu transform for Eq. (2.3), we get

u(x,y,t) = te* v + A;lst_l [TQAySt [ui(x, y,t) —u*(x,y, t)H ) (2.4)
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The double Aboodh-Sumudu decomposition method assumes a series solution of
the function u(z,y,t) is given by

u(z,y,t Zu z,y,t (2.5)
Using Eq. (2.5) into Eq. (2.4) we get

Z ui(z,y,t) =t + Ay_lSt_l r*A,S;

=0

Z Ai(u) =Y Bi(u)

=0

where A; and B; are Adomian polynomials that represents nonlinear terms.
So Adomian polynomials are given as follows:

ZAi( (x,y,t), ZB (z,y,t). (2.7)

The few components of the Adomian polynomials are given as follow:

Ap(u) = ug,, Ar(u) = 2ugpting, oy Ai(U) =Y Unali—ry, (2.8)

Bo(u) = u3, Bi(u) = 2upuy, ..., Bi(u) = Zurui,r. (2.9)

From Egs. (2.6) and (2.7) we obtain
ug = te"Y, (2.10)

ZUH-l(I,y,t) = A;ls—l ZAAU) _ZBZ<U)

i=0 i=0 i=0
Then the first few components of ul(w y, t) follows immediately upon setting
Ul(%y,t) = A [ 2A St[ ) (U)H
= A [ 214 St [uOr H
A [ 24, Si[t2eX W — 2 2m+2y]]
= A0 St 1[r?A,S[0]] = 0. (2.12)

2 A,S; , 1> 0(2.11)

Similarly, ug(z,y,t) = us(z,y,t) = us(x,y,t) = 0 and so on. Thus, we obtain the
solution of (2.1) by double Aboodh-Sumudu decomposition method as

u(z,y,t) z:uZ T, y,t) = te" Y. (2.13)

Which is the required solution.

Example 2.2. Consider the system of nonlinear partial differential equations

ug +vuy +u =1,

vy —uvy —v =1, (2.14)
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with initial conditions

uly, 0>) = (2.15)

Applying the double Aboodh-Sumudu transform to both sides of equations
(2.14), we have

U ) = Afu(y, 0)] = A, S,[1] — A, Sy[vu, + ul,
%V(q, r A

I 2.16
- »Se[l] + Ay Siuvy + v]. (2.16)

Application of single Aboodh transform to (2.15) and substitute in (2.16), we
have

Ulg,r) = ﬁ + = — 1Ay Sivuy +ul,

T 217
Vig,r) = m + =+ rdySifuvy + 0. (2.17)

By taking the inverse double Aboodh-Sumudu transform in (2.17), our required
recursive relation is given by

u(y,t) =eV +t— A1 [rAySt [ou, + UH ,

(2.18)
v(y,t)=e YV +it+ A;lst_l [rAySt [uvy + U]] .
The recursive relations are
uO(y: t) = eyv
ui—i—l(y,t) = t— A;IS;I T'AySt Z CZ'(U,U) + ZUZ]] ) i > 0
i=0 i=0
(2.19)
v(](ya t) = eiya
v (y,t) = t+AJ'S7rA,S, ZDi(u,v) + Z’UZ]] , 12> 0,
i=0 i=0

where u(y, t) and v(y, t) are linear terms represented by the decomposition series
and C;(v,u) and D;(u,v) are Adomian polynomials representing the nonlinear
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terms [12]. The few components of Adomian polynomials are given as follow

VoUoy,

VolU1y + V1Uoy,

VoU2y + V1U1y + VaUqy,

<
<

~— ~— ~— ~—
I

= UpUszy + V1U2y + VaU1y + V3Uqy,

)
Ci (U7 U) = Z UnU(i—n)y,
n=0

Do(u,v) = wugvoy,

D1 (U, ’U) = UpV1y + U1 Voy,

Dy(u,v) = ugvey + ugv1y, + Uy,
Ds(u,v) = ugvsy + V2 + Ugv1y + ugtoy,

D;(u,v) = Zunv(i_n)y.
n=0

Using the derived Adomian polynomials into (2.19), we obtain

U()(y,t) = eyu
UO(ya e_yv

u(y,t) = t— A S rA S Colv, u) + ugl]=t — A S [rAySy[vouoy + o]

= 1= ARSI+ V)] =t — A1S [% + —q(qr_ 1)}

~
S~—
|

= —teY,
vi(y,t) = t+ A S [rAS[Do(u,v) +vo]|=t + A, S, [rAySi[uovoy + vl
r

_ —1g-1 _ —y1]— -1g2ay_ .,
t4+ AST rA S -1+ e ]|=t+ A S q2+q(q+1)}
= te Y,
us(y,t) = —A;lel [rAySt[Cl (v,u) + ul]}: —A;lS[I [TAyS’t[vouly + viugy + ul}]
2
_ _p-lg-1 oyl _pg-le-i7_ T
A, [rAySt[ te ]] A0S [ q(q—l)]
_ Py
217
va(y.t) = AJNSTHrAySDy(u,v) 4+ vol]= A NS, [rAySiugvry + urvey + v1]]
2
o _ o r
— AylSt l[rAySt[te yH: AylSt 1[—q(q+ 1>}
_ Uy

2!



International Journal of Innovation Scientific Research and Review, Vol. 05, Issue 11, pp.5512-5522 November 2023 5519

In the same way we can get

t3
Us(y’t) = —gey,

B
U3(y7t) = _e_yu

and so on for other components. Therefore, the series solutions obtained by
double Aboodh-Sumudu decomposition method are given by

oo t2 t3
— ) — oY1 — _ — oyt
u(y,t) = ;:0 ui(y,t) =e (1 t+ ST + >— e
_ , — oY — Y
v(y,t) = EO vi(y,t) =e <1 +t+ ST + T + )— e v

Which is same as solution obtained by Sumudu decomposition method [5].

Example 2.3. Consider the system of nonlinear partial differential equations

uy(z,y,t) — vywy =—1,
'Uy<l', Y, t) — Wyl = ]-7 (220)
wy(z,y,t) — uzvy = =5,

with initial conditions
u(x,0,t) = x+ 3t,
v(x,0,t) = x4+ 3t (2.21)
w(x,0,t) = —x+ 3t.

Taking the double Aboodh-Sumudu transform to both sides of equations (2.20),
we have

1 1
qu<x7 q, T) - as[u(xv 07 t)] = _? + Ayst[vrwt])
1 1
qu(z,q,r) — 5S[v(x,0,t)] -z + A, Stwauy), (2.22)
1 5
qu(z,q,r) — ES[w(m, 0,1)] = 7 + Ay Siuzvy).

Application of single Sumudu transform to (2.21) then substitute in (2.22) and
rearranging the terms, we have

1 1 1
u(z,q,r) = —(x+3r) — - + EAySt[wat],

q ¢
1 1 1
U(.Z‘, q, T) = q_Q(x + ST) + ? + aAySt[wxut]v (223)
1 5 1
w(l’, q, 7") ?<_$ + 3T) - ? + gAySt[ux/Ut]-
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By taking the inverse double Aboodh-Sumudu transform in (2.23), we get
u(z,y,t) = z+3t—y+A'S! EAySt [vxwt]] ,
o(z,y,t) = x+3t+y+ A8 [éAySt [wxutﬂ , (2.24)
w(z,y,t) = —x+3t—5y+ A" EAySt [urvtﬂ .

The recursive relations are

UO(I7y7t) = Z'—y+3t,

w1 (x,y,t) = A;lel éAySt i E;(v,w)||, i >0.
vo(x,y,t) = x+y+i;>t, - h
vip1(x,y,t) = Ay_lSt_l éAySt i Fi(w,u)| |, i >0, (2.25)
wo(z,y,t) = —x— 5y_+ 3t, o N
wi (T, y,t) = Ay_ISt_l éAySt i Gi(u,v)| |, i >0,
L L i=0

where F;(v,w), F;(w,u), and G;(u,v) are Adomian polynomials representing the
nonlinear terms [12] in above equations. The few components of Adomian poly-
nomials are given as follow

EO(U, w) = Vo Wot,

El (Uu U}) = U1Wot + Voz W1t,

Ei (Ua ZU) = Z UngW(i—n)t
n=0

FO(UJ, U) = WogUot,

Fl (w7 U) = WigUo¢ + Woz U1t

E(w,u) = anmu(ifn)t
n=0

GO(U, U) = UpzVot,

Gl ('LL, U) = U1zVo¢ + Uz V1t

Gi(u,0) = D Uniony
n=0
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In view of this recursive relations we obtained other components of the solution

as follows

1

rl
w(z,y,t) = A'S

1 3
w(@yt) = AST A8 Eo(v, w)]|= 4,8 _5Ay5't[vogcw0t]}: AS [5}: 3,
: 1 -3
U1 (%, Yy, t) = Ay_lst_l _aAySt[F()(w, U)}i| = Ay_lst_l _6Ayst[UJOmU0t]:| - Ay_lst_l |:q—
1 3
—AySt[Go(u,U)]} = Ay—lst—l 5AySt[u0xUOt]} = A;lSt_l [$} = 3y,

u2(x>y7t) = Agjlst_l -A

va(w,y,t) = AJNSTH = AyS P (w, u)]

wo(x,y,t) = Ay_ISt_l -A

rl
»St|E1 (v, w)]} = AtsH 5Ayst[vlrw0t + UOmwlt]] =0,

rl
= A 1S! EAySt[U}IZUOt + UJOwUlt]] =0,

rl
LS [G (u,v)]} = 4787 [ AySiben + uOmvlt]]z 0.

Similarly, ug(z,y,t) = vs(x,y,t) = ws(x,y,t) = 0 and so on for rest terms.
Therefore, the solution of system (2.20) are given below

u(z,y,t)

v(x,y,t)

w(z,y,t)

3. CONCLUSION

=0

= Zvi(aj,y,t) =x — 2y + 3t,
i=0

- Zwi(l',y,t) === 2y+3t
=0

In the present paper, double Aboodh-Sumudu transform method combined
with Adomian decomposition method which so-called the double Aboodh-Sumudu
decomposition method (DASDM) is applied to solve nonlinear coupled partial dif-
ferential equations with initial conditions. Three examples have been presented.
The results of these examples tell us that both methods can be used alternatively
for the solution of high-order initial value problems.
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